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Weka: finding associations 
• WEKA contains the several algorithms for 

learning association rules 
– Works only with discrete data 

• Can identify statistical dependencies between 
groups of attributes: 
– milk, butter ⇒ bread, eggs (with confidence 0.9 and 

support 2000) 
• Apriori algorithm (most popular) can compute all 

rules that have a given minimum support and 
exceed a given confidence 
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Choose  
Predictive

Apriori 
algorithm 
(without 

parameter) 

Moderador
Notas de la presentación
As we mentioned, for this tutorial we will use Weka’s PredictiveApriori associator, so go ahead and fire this up.

Left-click on PredictiveApriori to open up the GenericObjectEditor.

Let’s set number of rules generated to 100, the algorithm default.

Now click Start to generate the rules.



Occurrences of 
Outlook = overcast 

Support for 
Outlook = 

overcast AND 
Play = yes 

Confidence of If 
Humidity = normal then 

Play = yes 
is 6/7 = 86% 

Confidence of 
If Outlook = overcast, 

then Play = yes 
is 4/4 = 100% 

Predictive accuracy 
= 95.6% 

Moderador
Notas de la presentación
Here is the information provided by the PredictiveApriori output.

This shows that while the confidence for rule 1 is 100%, the predictive accuracy calculated by PredictiveApriori is 95.6%.

Recall that predictive accuracy is calculated using both confidence and support.



Mine only the association 
rules that have the 
designated class 
attribute as the 
antecedent. 

Keep the 
number of rules 
at 100. 

Class Association Rules 

Moderador
Notas de la presentación
Class association rules are association rules where the then portion of the rule (antecedent) is restricted to being the class attribute only.

In other words, only association rules with the class attribute as the antecedent are mined.

Since Play is the natural class attribute for this dataset, this means that mining just the class association rules will result in rules that all have Play = yes or no as the antecedent.

In Weka, open up the Generic Object Editor for PredictiveApriori and set car (which stands for class association rules) to True.

Keep the number of rules mined at 100.



Class 
Association 
Rules 

Moderador
Notas de la presentación
As shown here, J48 also found PredictiveApriori rule 3.

You can also find Predictive Apriori rules 4, 6, 7 in the decision tree.

Interestingly, J48 did not find Predictive Apriori rule 2, but recall that the dataset has only 14 samples so some discrepancies can be expected.
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