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Abstract Association rule mining, an important data mining technique, has been widely focused on the

extraction of frequent patterns. Nevertheless, in some application domains it is interesting to discover

patterns that do not frequently occur, even when they are strongly related. More specifically, this type

of relation can be very appropriate in e-learning domains due to its intrinsic imbalanced nature. In these

domains, the aim is to discover a small but interesting and useful set of rules that could barely be

extracted by traditional algorithms founded in exhaustive search-based techniques. In this paper, we

propose an evolutionary algorithm for mining rare class association rules when gathering student usage

data from a Moodle system. We analyse how the use of different parameters of the algorithm determine

the rule characteristics, and provides some illustrative examples of them to show their interpretability

and usefulness in e-learning environments. We also compare our approach to other existing algorithms for

mining both rare and frequent association rules. Finally, an analysis of the rules mined is presented, which

allows information about students’ unusual behaviour regarding the achievement of bad or good marks to

be discovered.

Keywords Rare Association Rules · Grammar Guided Genetic Programming · Evolutionary Computa-

tion · Educational Data Mining

1 Introduction

E-learning systems provide a great variety of information that is very important for analysing students’

behaviour and which could create a gold mine of educational data [28,30]. However, due to the large

amounts of data that these systems can generate on a daily basis, it is very difficult to do a manual

inspection. To overcome this problem, some data mining (DM) techniques were used in recent years,

association rule mining (ARM) being one of the most well studied in this sense [2,37].

ARM was conceived as an unsupervised learning task for finding close relationships among patterns

in large databases. An association rule is an if-then statement concerning attribute-value pairs [10]. Most

current approaches and tools for the discovery of association rules are based on models that mine frequent

patterns [16,26,34]. ARM proposals were originally designed for market basket analysis, obtaining patterns

that exceed a minimum frequency and then, using the patterns to form reliable association rules. However,

there are situations where it is interesting to determine abnormal or unusual behaviour in data, mining
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relationships that do not follow the trend of the others [1]. Banking fraud detection [31], or the recognition

of patients who suffer a particular rare disease [21] are some examples where rare association rules mining

(RARM) plays an important role.

Even so, not enough attention has been paid to the extraction of rare and reliable association rules [13,

17], especially in educational tasks where infrequent associations can be of great interest [25]. For instance,

infrequent associations might allow the instructor to verify a set of rules concerning certain unusual learning

problems, for instance dealing with students with special needs. Thus, this information could help the

instructor to discover a minority of students who may need specific support in their learning process. The

idea is to find infrequent relations that show unusual behaviours in the form of IF a student spends high

time doing task THEN the student fails or does not obtain a good mark in the course. This could be a

rare behaviour since students that spend high time doing tasks probably will obtain an excellent mark. In

this sense, those that do not achieve an excellent mark should be analysed to determine why they do not

achieve the aim and which specific needs they require. In addition, it should be noticed that infrequent

attributes are usually more interesting than those that appear frequently, e.g. students who drop out or

absent of a course/subject are usually more infrequent than those students who fail or fare well.

In early studies, the problem of finding infrequent patterns was originally addressed by using algo-

rithms for mining frequent patterns. Then, specific algorithms for mining infrequent association rules were

proposed [12]. A major drawback of these proposals is that they perform an exhaustive search among the

dataset patterns, so their execution over huge datasets with a large number of attributes is computation-

ally hard. Furthermore, most RARM algorithms discover a huge number of rules barely understandable by

the instructor, who actually only requires a small set of interesting and reliable rules for easier detection

of those learning needs. Different evolutionary algorithms and especially genetic programming (GP) [4]

algorithms have been proposed to extract frequent association rules [16]. These algorithms can be used

where optimization is needed, i.e., to find the best solution to a problem where there are many solu-

tions. Moreover, these kinds of algorithms perform well, e.g., in terms of scalability. In GP, individuals

are represented with variable-length hierarchical structures usually in a tree-form, where the shape, size

and structural complexity of the solution are not constrained a priori. In some application domains it is

sometimes possible to know the syntax form of the desired solution, in which case it is useful to constrain

the GP process by searching for solutions with different syntax forms. Methods to implement such restric-

tions consist in using some form of constrained-syntax to enforce syntactic and semantic constraints to

GP trees, which is known as grammar guided genetic programming (G3P) [10]. G3P is an extension of

GP where each individual is a derivation tree that generates and represents a solution using the language

defined by the grammar.

Motivated by these problems, as well as the great interest of RARM in educational tasks and the

promising performance of using evolutionary methodologies in ARM, we propose the application of a new

evolutionary algorithm for mining rare association rules in e-learning datasets. Moreover, the mining of

class association rules in these domains requires a previous knowledge of the syntax form of the solutions,

so the use of G3P in this context is fully justified. For the sake of analysing the effectiveness of this

proposal, we compare it to other exhaustive search ARM and RARM algorithms. We make use of a real

student usage dataset in order to discover information about infrequent students’ behaviour concerning

their resulting course marks.

This paper is organised as follows. Section 2 introduces some related works. Section 3 describes the

proposed algorithm. Results obtained from the use of a Moodle dataset are presented and discussed in

Section 4. Finally, some concluding remarks are provided in Section 5.

2 Background

ARM is one of the most popular and well-known DM techniques for extracting interesting and close

relationships between patterns in transaction databases or other data repositories [2]. An association rule

is an implication of the form A → C, where A and C are disjointed item-sets, i.e. sets with no items

in common. A and C being the antecedent and consequent, respectively. The intuitive meaning of such

a rule is that when A appears, C also tends to appear. A special type of association rule is known as

class association rule (CAR) [38], which describes an implicative co-occurring relationship between a set
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of items and a predefined class in its consequent. While ARM discovers all frequent and reliable rules

without any predetermined target, in the CAR mining process there is one and only one predetermined

target, i.e. the class. CAR is considered as a type of target-constrained association rule.

The process of evaluating association rules is a major issue because of the large number of them

that could be extracted from a specific problem. Some objective measures for evaluating the interest of

these rules have been proposed by different researchers [33]. Two of the most important and widely used

measures for evaluating association rules are support and confidence. The support measure is defined

in Equation 1 as the proportion of the number of transactions T including the antecedent A and the

consequent C in a dataset D. The confidence measure is detailed in Equation 2 as the probability of

finding C in transactions under the condition that these transactions also contain A, i.e. the proportion

of the number of transactions which include A and C among all the transactions that include A.

support(A → C) =
|{A ∪ C ⊆ T, T ∈ D}|

|D|
(1)

confidence(A → C) =
support(A → C)

support(A)
(2)

Despite the fact that most proposals in ARM are based on a support–confidence framework, these

measures are not sufficient to select interesting associations between patterns [3] over some application

domains. Sometimes, it is required that the occurrence of the antecedent does not imply an increment in

the occurrence of the consequent. Lift (see Equation 3) was defined to solve this problem, establishing

how many times the antecedent and the consequent occur together more often than would be expected if

they were statistically independent. An association rule is defined as of interest if its confidence value is

higher than the value of the support of its consequent. On the other hand, if the confidence of the rule is

equal to the support of its consequent, then both antecedent and consequent are independent.

lift(A → C) =
confidence(A → C)

support(C)
(3)

The ARM process is usually divided into two steps. The first one discovers those patterns whose

occurrences exceed a predefined support threshold. The second step generates reliable association rules

from those frequent patterns previously extracted. Additionally, some methodologies have been proposed to

reduce the number of rules to be discovered, mining the top k association rules [5]. Nowadays, the problem

of mining frequent patterns has been studied in depth and many algorithms have already been proposed

for this purpose [2,10,16]. Nevertheless, there is also an increasing interest in the extraction of unusual

patterns, which are extremely important in many diverse domains (banking, health, education, etc.) and

therefore the discovery of this type of rules has recently captured the interest of the DM community [1].

In the ARM field, the rare item problem is essentially considered as a data imbalanced problem. The

imbalanced learning problem is concerned with the performance of learning algorithms in the presence

of under-represented data, that is, the number of instances in one attribute is much smaller than the

number of instances in other attributes [7]. Generally, the mining of association rules is related to the

discovery of highly frequent and reliable relationships between set of items. Nevertheless, when we deal

with the discovery of infrequent relationships, attributes should be under-represented in data. The number

of imbalanced attributes is even higher in the educational data mining field, where students with special

needs could represent an under-represented group within data.

As mentioned above, infrequent patterns are those that rarely appear in the database [13]. Rare as-

sociation rules have low support and high confidence in contrast to frequent association rules, which are

determined by their high support and confidence level. The process of mining rare patterns was originally

addressed by using algorithms for mining frequent patterns. Though these algorithms are theoretically

expected to be capable of finding rare association rules, they actually become intractable when using large

datasets since they require a low support threshold value to widen the search space constructed by the

exhaustive search methods, and therefore, requiring a significantly higher computational time. The use

of Apriori [2], which is one of the most well-known ARM algorithms, appears to be the simplest way to

discover association rules. However, it should be noted that low support values imply a combinatorial
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explosion and an increment of the runtime [8]. A different proposal, known as Apriori-Infrequent [23], in-

volves the modification of the Apriori algorithm to use only infrequent patterns during the rule generation.

This simple alteration provides the use of a maximum support threshold, instead of the usual minimum

support, to generate candidate patterns. Similarly to Apriori, reliable rules are obtained by using the

candidate patterns previously discovered.

A different perspective was considered with the Apriori-Inverse algorithm [12], which is considered as

a variation of the traditional Apriori algorithm. During its execution, Apriori-Inverse keeps those patterns

with a support value greater than a minimum threshold value but less than a maximum value. Finally, a

set of association rules is obtained by using a minimum confidence threshold.

Apriori-Rare, also known as Arima, is another important RARM proposal [32]. This algorithm works

by obtaining the minimal rare patterns, i.e. those infrequent patterns that comprise frequent subsets. In

subsequent steps, Arima discovers all the supersets that can be obtained from the minimal rare patterns

and whose support is distinct from zero. Finally, a set of rare association rules is obtained by using the

rare patterns previously mined.

To sum up, it should be noted that the first two approaches (Apriori and Apriori-Infrequent) are

taken to ensure that rare patterns are also considered during pattern mining. In contrast, the two latter

approaches (Apriori-Inverse and Apriori-Rare) try to encourage low-support patterns to take part in

candidate rule generation by imposing structural constraints.

Finally, there are a large number of works that have extensively applied ARM to educational do-

mains [18], finding close relationships between patterns and applying them to the following tasks: auto-

matic guidance of the learner’s activities and the intelligent generation and recommendation of learning

materials [14]; identification of attributes characterising patterns of performance disparity between various

groups of students [20]; discovery of interesting relationships from student’s usage information in order to

provide feedback to the course author [27]; enquiry of relationships between each pattern of a learner’s

behaviour [35]; discovery of students’ common mistakes [19]; guidance of the search for the best fitting

transfer model of student learning [6]; optimisation of the content of an e-learning portal by determining

the content of most interest to the user [24]; and extraction of patterns to help educators and web masters

evaluate and interpret on-line course activities [36]. All these previous studies were focused on the frequent

pattern mining problem. However, educational real world datasets comprise infrequent data, which can

be very useful for instructors to discover students that may need extra help in their learning process.

To our knowledge, there is only one previous work that deals with educational problems from a

RARM perspective [25]. This is an initial work for comparing different well-known RARM algorithms

using data from diverse learning management systems. Unlike this previous work, this paper presents a new

evolutionary approach for discovering infrequent CARs. This approach is compared to ARM and RARM

algorithms by using real student usage data gathered from Moodle learning management systems [25].

CARs are easier to be understood than traditional association rules. Remember that CARs only comprise

one attribute in their consequent, so in this work, they show the relationships between the activities that

students perform by using Moodle and their final exam marks.

3 Proposed Evolutionary Algorithm

Evolutionary algorithms are based on the Darwin’s theory of evolution, where each individual codifies

a solution (a single rule or a rule set) that evolves to a new individual by means of genetic operators

(mutation and crossover). A technique based on evolutionary algorithms is GP [4], its main feature being

the individual representation. As mentioned above, individuals in GP are encoded as variable-length

hierarchical structures, usually in a tree-form, where the shape, size and structural complexity of the

solutions are not constrained a priori. Sometimes, it is useful to restrict the GP process by searching

for solutions that present different syntax forms. Therefore, some researchers have focused their studies

on methods that implement such restrictions by using some form of constrained syntax, or by building

solutions conformant to a predefined grammar [22]. The use of grammars in GP is known as grammar

guided genetic programming (G3P) [10]. In G3P, each individual is represented as a tree that generates

and represents a solution by means of the language defined by the grammar, which allows of defining some
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G = (ΣN , ΣT , P , S) with:
S = {Rule}
ΣN = {Rule, Antecedent, Consequent, Comparison}
ΣT = {‘AND’, ‘=’, ‘name’, ‘value’}
P = {Rule = Antecedent, Consequent ;

Antecedent = Comparison | ‘AND’, Comparison, Antecedent ;
Consequent = Comparison ;
Comparison = ‘=’, ‘name’, ‘value’ ;}

Fig. 1 Context-free grammar for encoding the rules

syntax constraints, restricting the search space and obtaining expressive solutions in different attribute

domains.

Our algorithm only considers individuals conformant to the context-free grammar G, defined as a

four-tuple (ΣN , ΣT , P , S) where ΣN ∩ ΣT = ∅, ΣN is the alphabet of non-terminal symbols, ΣT is

the alphabet of terminal symbols or tokens, P is the set of production rules and S stands for the start

symbol. Productions have the format A → α where A ∈ ΣN , and α ∈ {ΣT ∪ ΣN}∗. So, as defined in

Figure 1, in order to obtain individuals a derivation process is carried out starting from the start symbol

of the grammar. This grammar generates traditional IF-THEN rules with categorical values. Nevertheless,

the grammar could easily be changed to deal with other different types of condition. In our problem,

we have preferred to use categorical values due to the intrinsic nature of data and its readability and

comprehensibility for instructors. Besides, it should be noted that a shortcoming when using grammars is

the possibility of obtaining excessively deep trees. To avoid this issue, the number of production rules to

be applied through the derivation process is predefined. Therefore, it is not possible to obtain individuals

having a size greater than a maximum in order to reduce bloating.

In the proposed approach, each individual is determined by its genotype, which denotes a derivation

syntax tree, and its phenotype, which represents the entire rare association rule comprising an antecedent

and a consequent (see Figure 2).

Once each individual is built conformant to the grammar defined above, an evaluation process is

performed to calculate its fitness value. As already mentioned in Section 2, two of the most important and

widely used measures are support and confidence. In our proposal, the fitness function (see Equation 4)

is defined as the support measure, previously described in Equation 1. Similarly to most existing RARM

proposals, a maximum support threshold is required. However, the main difference is the use of a minimum

Fig. 2 Genotype and phenotype of a sample individual
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support value, which discriminates against rules that have an extremely low frequency. This minimum

support threshold is also very interesting in education, since instructors search for groups of students

that somehow require extra help in their learning, not for those specific or particular cases that could be

obtained if the support was extremely low, e.g. by counting only one student.

fitness = support(A → C) =
|{A ∪ C ⊆ T, T ∈ D}|

|D|
(4)

The proposed algorithm (see Figure 3) follows a generational schema. This proposal uses an elite

population to maintain the best individuals during the evolutionary process. In each generation, this pool

is updated with those individuals that exceed at least the following quality criteria: (1) the fitness function

value must be greater than zero, and (2) the confidence must be greater than the minimum confidence

threshold. Next, the execution of two genetic operators, i.e. crossover and mutation, allows new and diverse

individuals to be obtained in every generation. The algorithm uses the well-known tournament selector to

obtain parents to be crossed and mutated. After selecting two individuals that act as parents, the crossover

operator swaps the highest support condition within one individual for the lowest support condition within

the other parent. Alternatively, the mutation operator selects the highest support condition within one

parent only, and changes it with a new random condition. Both genetic operators allow of obtaining

Fig. 3 Overview of the G3P algorithm for mining RARs



7

Listing 1 Proposed algorithm for mining rare association rules in educational environments

Input: max generations, num individuals, max Pool size, confidenceThreshold

Output: Pool
1: Pop←generateIndividuals(num individuals)
2: Pool← ∅
3: Aux← ∅
4: num generations← 0
5: while num generations < max generations do
6: Parents← selectParents (Pop)
7: Aux← geneticOperators (Parents)
8: Evaluate (Aux)
9: Pop← rankIndividualFitness (Aux ∪ Pop)
10: Aux← rankIndividualConfidence (Pop ∪ Pool)
11: Pool← updatePool (Aux, max Pool size, confidenceTreshold)
12: Aux← ∅
13: num generations++
14: end while
15: return Pool

procedure rankIndividualConfidence

Input: Aux, max Pool size, confidenceTreshold

Output: Aux′

1: Aux′ ← ∅
2: i← 0
3: for all individuals ∈ Aux do
4: if individualAux

i
is not in A′ then

5: if getFitness(individualAux
i

) > 0 then

6: if getConfidence(individualAux
i

) > confidenceTreshold then

7: if getLift(individualAux
i

) > 1 then

8: Aux′ ← (Aux′ ∪ individualAux
i

)
9: end if
10: end if
11: end if
12: end if
13: i++
14: if getSize(Aux′) = max Pool size then
15: return Aux′

16: end if
17: end for
18: return Aux′ end procedure

new individuals having the same size to the parents since they only swap sub-trees starting with the

non-terminal symbol comparison, so the problem of bloating could not appear.

The algorithm proposed (see Figure 3 for a general sketch and Listing 1 for the pseudocode) for the

extraction of rare association rules follows a generational schema, which starts by generating a set of

new individuals conformant to the specified grammar (see line 1 in the pseudocode). Several steps are

performed for each generation: (1) a set of individuals are selected to act as parents (line 6) from the

general population and genetic operators are applied over them immediately afterwards with a certain

probability (see line 7). Next, (2) these new individuals are evaluated (line 8). In the following step,

(3) a new population is obtained (see line 9) by ranking the individuals by fitness from the new set

obtained (line 7) and the population obtained in the previous generation. This new updated population

comprises the individuals with the highest fitness value. Following, (4) an auxiliary population is formed

by ranking individuals (see line 10) by their confidence value from the new population and the pool set.

This auxiliary population is used to get the individuals that will comprise the new pool set (see procedure

rankIndividualConfidence). Only those individuals having a fitness value greater than zero, a confidence

value greater than the minimum confidence threshold, and a lift value greater than unity are considered

prompting the discovery of infrequent, reliable and interesting association rules.
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4 Experimental study

In order to test the performance and usefulness of our evolutionary algorithm in e-learning domains, we

have used student usage data gathered from the Moodle system. Next, we compare the results obtained

with other ARM and RARM algorithms, and show some examples of the rules discovered.

4.1 Description of the data

The experiments were performed using data collected from 230 students on 5 Moodle courses on computer

science at the University of Cordoba. Moodle keeps detailed logs of all the activities performed by these

students (e.g. assignments, forums [11], or quizzes). All this information was properly preprocessed, so

it was transformed into a suitable format to carry out data mining [29]. This preprocessing includes the

transformation of every continuous attribute into a discrete domain, so they can be treated as categorical

attributes. Discretization allows the numerical data to be divided into categorical classes, making it easier

for the instructor to understand. This discretization step was carried out by experts in the domain,

considering educator from the degree of computer sciend at the University of Cordoba. The following list

of attributes summarises the most important information about the activities monitored by Moodle from

students during the life of the course:

– course: identifies the course. Its available values are: C218, C94, C110, C111 and C46.

– n assigment: determines the number of assignments done. Its available values are: ZERO, LOW,

MEDIUM, HIGH.

– n quiz: establishes the number of quizzes taken. Its available values are: ZERO, LOW, MEDIUM,

HIGH.

– n quiz pass: determines the number of quizzes passed. Its available values are: ZERO, LOW, MEDIUM,

HIGH.

– n quiz fail: identifies the number of quizzes failed. Its available values are: ZERO, LOW, MEDIUM,

HIGH.

– n posts: determines the number of messages sent to the forum. Its available values are: ZERO, LOW,

MEDIUM, HIGH.

– n read: identifies the number of messages read on the forum. Its available values are: ZERO, LOW,

MEDIUM, HIGH.

– total time assignment: establishes the total time spent on assignments. Its available values are: ZERO,

LOW, MEDIUM, HIGH.

– total time quiz: determines the total time spent on quizzes. Its available values are: ZERO, LOW,

MEDIUM, HIGH.

– total time forum: determines the total time spent on the forum. Its available values are: ZERO, LOW,

MEDIUM, HIGH.

– mark: establishes the final mark obtained by the student on the course. Its available values are: FAIL,

ABSENT, PASS, EXCELLENT.

It is worth mentioning that the values of two of these attributes (course and mark) are clearly dis-

tributed in an imbalanced way. So, as shown in Figure 4, from 230 students, 116 students obtained a PASS

in the final exam with a normal/medium score, 87 students obtained a FAIL in the exam, 15 students

obtained an EXCELLENT or a very good/high score in the exam and 12 students were ABSENT from the

exam. Thus, there are two predominant marks (PASS and FAIL) and two minority marks (EXCELLENT

and ABSENT).

On the other hand, concerning the course attribute (see Figure 5), from a total of 230 students, 80

took course 218, 66 students did course 94, 62 students did course 110, 13 students took course 111 and

9 students took course 46. Thus, there are three predominant courses (C218, C94 and C110) and two

minority courses (C111 and C46).
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Fig. 4 Value distribution for the mark attribute

Fig. 5 Value distribution for the course attribute

4.2 Comparison and analysis of results

In this section, we compare our approach to five other well-known ARM and RARM algorithms: Apriori-

Frequent, setting the minimum support threshold at a very low value (0.05); Apriori-Infrequent, setting

the maximum support at 0.1. Furthermore, in order to obtain the optimal parameters that allow us to

obtain the best results using the evolutionary proposal, a series of experiments were carried out. The best

results were obtained with maximum and minimum support thresholds set to 0.1 and 0.01, respectively.

Similarly, Apriori-Inverse and Apriori-Rare algorithms were tuning using the same values, i.e., 0.1 and

0.01 as maximum and minimum support threshold values, respectively. The same value for the confidence

threshold value, 0.7, is set for all algorithms. Additionally, it should be noted that the G3P-Rare algorithm

allows to obtain the N most reliable rules, those having the highest confidence values. The value of this

parameter could be adapted to each specific problem or domain. For example, in specific educational

problem, it is desired to provide a low number of reliable rules to the instructor, so only the best 30 rules

are obtained by the G3P-Rare algorithm.

Table 1 summarises the results obtained in the experimentation, showing the number of frequent

(#Frequent) and infrequent (#Infrequent) patterns mined, the number of rules discovered (#Rules), the

runtime in seconds, their average support (Avg Support) and confidence (Avg Confidence) values. Table

also shows the standard deviation for the set of rules discovered, considering the standard deviation for

support and confidence quality measures. Analysing the aforementioned table, it is shown that the Apriori-

Frequent algorithm discovers the greatest number of rules (both frequent and rare) with the highest

average support, but not the highest confidence. This means that instructors must manually discriminate

between the rare rules and the others. On the other hand, Apriori-Infrequent mines the smallest number

of infrequent item-sets, and whilst it discovers a great number of rare rules, most of them are redundant.
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Table 1 Comparison of ARM and RARM proposals

Algorithm #Frequent #Infrequent #Rules
Apriori-Frequent 11562 - 788
Apriori-Infrequent - 1067 388
Apriori-Inverse - 3491 46
Apriori-Rare - 5750 44
G3P-Rare - - 30

Algorirthm Runtime (seconds) Avg Support Avg Confidence
± Std Deviation ± Std Deviation

Apriori-Frequent 52 0.162 ± 0.090 0.717 ± 0.211
Apriori-Infrequent 24 0.058 ± 0.060 0.863 ± 0.226
Apriori-Inverse 3 0.056 ± 0.070 0.883 ± 0.120
Apriori-Rare 2 0.050 ± 0.080 0.885 ± 0.108
G3P-Rare 2 0.031 ± 0.011 1.000 ± 0.000

Finally, Apriori-Inverse, Apriori-Rare, and our proposal behave in very similar fashions, and are the best at

discovering rare association rules. Both Apriori-Inverse and Apriori-Rare use a higher number of infrequent

items than Apriori-Infrequent and discover a slightly smaller number of rare rules.

Focusing on our approach, it does not mine any frequent or infrequent items since it discovers directly

rules through the use of a grammar without requiring a previous step for the mining process. Furthermore,

our approach allows the discovery of the N most reliable association rules within a range of support values.

This freedom to be adapted to each specific domain makes the G3P-Rare proposal an interesting algorithm,

especially in educational domains. For instance, our proposal discover the best 30 rules having a support

in the range [0.01, 0.1], which is easier for the instructor to understand.

Finally, a runtime study is carried to determine the performance of the proposed approach. The results

for the data under study determine that Apriori-Rare and G3P-Rare behave similarly in runtime. On the

contrary, there are huge differences with regard to the execution time of Apriori-Frequent and Apriori-

Infrequent. It demonstrate that the performance of the model used to discover rare class association rules

in Learning Management Systems is really good. It should be noted that, since the final aim of this work

is to solve a specific problem, that is, mining rare and interesting relations between attributes in Learning

Management Systems, no additional datasets are considered in this study.

4.3 Examples of discovered rules

Next, we illustrate how the information is provided to the instructor after the mining task execution. Some

rules discovered by RARM algorithms are shown and described. This analysis allows a demonstration of

their usefulness in making decisions about how to detect in time successful and failed students starting

on their activities in the Moodle environment. For every rule, the antecedent and the consequent, as well

as their support and confidence values, and two different versions of the conditional support are shown.

Conditional support is a well-known measure for the processing of imbalanced data using class association

rules [36]:

The conditional support with respect to the mark of a class association rule A → Mark, where Mark

stands for the imbalanced attribute mark, is defined as shown in Equation 5. Notice that n(A∩Mark) is

the number of instances that matches both the antecedent and consequent over the number of instances

that matches the mark attribute. This quality measure has been also used as a generality measure in

subgroup discovery tasks [9,15]. This metric quantifies the quality of the subgroups according to the

patterns covered, and it is known as support on the basis of examples of the class.

supportM(A → Mark) =
n(A ∩Mark)

n(Mark)
(5)

On the contrary, the conditional support with respect to the course of a class association rule, where

Course stands for the course imbalanced attribute and Mark for this class attribute, is defined as depicted

in Equation 6. Notice that n(Course) is the number of instances that matches the course attribute.
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supportC(A ∩ Course → Mark) =
n(A ∩ Course ∩Mark)

n(Course)
(6)

Table 2 shows some representative association rules mined using the Apriori-Frequent algorithm. All

the rules discovered (not only the 5 rules shown but also the 788 rules mined) only contain frequent item-

sets, such as mark=PASS (students who passed the exam), mark=FAIL (students who failed), course=110

(students who took course 110), course=218 and course=94. Note that these rules have a high support

value, a medium value in conditional support and a not very high confidence.

Next, we explain how these rules should be interpreted to illustrate their usefulness to the instructor.

Rule 1 shows that if students spend a lot of time in the forum (a HIGH value), then they will pass the

final exam. It provides information to the instructor about how beneficial the forum is for students with

a confidence of 0.82. Rule 2 shows that students present in course 110 who submitted many assignments

passed the final exam (rule 4 is the directly opposite version but for any course). So, the number of

assignments is directly related to the final mark. Rules 3 and 5 show that, if the total time in quizzes is

low or the number of passed quizzes is low (only for course 218), a failed mark should be expected.

Table 3 enumerates some representative rare association rules discovered using the Apriori-Rare and

Apriori-Inverse approaches. Notice that these algorithms obtain almost the same set of rules, with very

low support but high conditional support and confidence. Analysing the results, all the rules discovered

(not only the 6 rules shown above but also the entire set of rules) only contain infrequent item-sets, such

as mark=EXCELLENT (students who passed the exam with an outstanding score), mark=ABSENT

(students who did not take the exam), course=46 and course=111 (students who attended courses 46 and

111 respectively). This type of rule provides information about rare or exceptional patterns that can also

be useful in education for providing help to those students.

A more in-depth explanation about these rules is now discussed. Rule 1 shows that if students complete

all the quizzes and they pass these quizzes, then an excellent score is expected in their final exam. This rule

confirms that quizzes can be useful in predicting very good student results. Rule 2 shows that if students

spend a lot of time on assignments, they obtain an excellent score. This is the opposite of rule 4 in Table 2,

Table 2 Rules extracted by executing the Apriori-Frequent algorithm

Rule Antecedent Consequent Support SupportC/ Confidence
SupportM

1 total time forum=HIGH mark=PASS 0.24 –/0.47 0.82
2 course=C110 AND mark=PASS 0.14 0.52/0.27 0.89

n assignment=HIGH
3 total time quiz=LOW mark=FAIL 0.21 –/0.55 0.78
4 n assignment=LOW mark=FAIL 0.23 –/0.60 0.70
5 n quiz pass=LOW AND mark=FAIL 0.18 0.51/0.47 0.83

course=C218

Table 3 Rules extracted by executing the Apriori-Rare algorithm

Rule Antecedent Consequent Support SupportC/ Confidence
SupportM

1 n quiz=HIGH AND mark=EXCELLENT 0.045 –/0.69 0.86
n quiz pass=HIGH

2 total time assignment=HIGH AND mark=EXCELLENT 0.045 –/0.69 0.86
3 n posts=HIGH AND mark=EXCELLENT 0.045 1.00/0.69 1.00

course=C46
4 total time assignment=ZERO AND mark=ABSENT 0.050 –/0.76 0.78

total time forum=ZERO AND
total time quiz=ZERO AND

5 n posts=ZERO AND mark=ABSENT 0.050 –/0.76 0.78
n read=ZERO AND

6 n quiz=ZERO AND mark=ABSENT 0.050 0.88/0.76 1.00
course=C111 AND
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which proves again that the number of assignments submitted is directly related to the final mark. Rule

3 shows that if students in course 46 send a lot of messages to the forum, they obtain an excellent score.

The instructor can use this information to detect very good students in course 46 depending on

their active participation on the forum. The last three rules (4 – 6) are about students who have been

absent for the exam. They show the instructor that if students do not spend time on assignments, forum

participation and quizzes, then they will not take the exam. Note that the support, the confidence and

the conditional supports provide additional valuable information to the instructor, whose main objective

is to detect in time those students that really need encouragement. Finally, Table 4 shows some examples

of representative rare association rules obtained using the RARM algorithm proposed in this paper.

Focusing on Table 4, the algorithm proposed in this paper discovers rules with any type of mark and

course, i.e. it discovers rare rules that contain not only infrequent but also frequent patterns, favouring the

diversity of study cases. Furthermore, the rules mined have both the lowest support values and highest

confidence values. Nevertheless, the conditional support varies depending on whether the rules contain

frequent itemsets and thus low conditional supports are obtained, or whether the rules have infrequent

item-sets, so higher conditional supports are obtained.

In Table 4, Rule 1 shows that if students do not spend any time on quizzes and the number of

assignments is low, then they fail the final exam. So, it is an expected rule that shows the instructor the

importance of using quizzes and assignments to pass the exam. Rule 2 is a very similar rule. This rule

states that if students do not fail any quizzes but their number of assignments is low, then these students

also fail the final exam. This rule is very interesting because it shows how the fact of passing the quizzes

may not be condition enough for passing the final exam. Rule 3 is an interesting rule, since it shows that

students that only spend a short time on quizzes could also pass the exam if they read a lot in the forum.

So, this rule states that reading messages in the forum could significantly help student pass the exam.

Rule 4 is very similar to Rule 3. Here, students that fail very few quizzes and read a lot in the forum

pass the exam. Rule 5 shows an interesting rule. It states that students that do not spend any time on

the forum and do not take any quizzes do not take the final exam. Similarly to Rule 5, Rule 6 shows that

if the students do not do assignments, then they will be absent from the exam. Finally, Rules 7 and 8

identify students with an excellent mark. More specifically, these rules show that if students have a high

number of assignments and spend a lot of time on them, or they submit a large number of assignments

and they are subscribed to course 94, then these students obtain an excellent mark. Observe that this

kind of rules help the instructor predicts the final performance of the students (both pass, fail, absent or

excellent) before the exam.

Table 4 Rules extracted by executing the proposed evolutionary algorithm

Rule Antecedent Consequent Support SupportC/ Confidence
SupportM

1 total time quiz=ZERO AND mark=FAIL 0.021 –/0.40 1.00
n assignment=LOW

2 n quiz fail=ZERO AND mark=FAIL 0.021 –/0.40 1.00
n assignment=LOW

3 n read=HIGH AND mark=PASS 0.039 –/0.48 1.00
total time quiz=LOW

4 n quiz fail=LOW AND mark=PASS 0.052 –/0.51 1.00
n read=HIGH

5 total time forum=ZERO AND mark=ABSENT 0.047 –/0.72 1.00
n quiz pass=ZERO

6 total time assignment=ZERO AND mark=ABSENT 0.047 –/0.72 1.00
n assignment=ZERO

7 total time assignment=HIGH AND mark=EXCELLENT 0.017 –/0.83 1.00
n assignment=HIGH

8 course=94 AND mark=EXCELLENT 0.013 0.65/0.25 1.00
total time assignment=HIGH



13

5 Concluding Remarks and Future Works

In this paper we have explored the use of a GP algorithm for discovering rare association rules in an

educational dataset. The application of this approach has shown to be an interesting research line in the

context of educational data mining, where most real-world data are usually imbalanced. Rare-association

rules are more difficult to mine using traditional ARM algorithms, since they do not usually consider

class-imbalance and tend to be overwhelmed by the major class, whilst ignoring the minor class. In fact,

we have shown that the Apriori algorithm discovers a huge number of rules with frequent items.

On the other hand, RARM, such as Apriori-Inverse and Apriori-Rare, are better at discovering rare

association rules than other non-specific algorithms, such as Apriori-Frequent and Apriori-Infrequent.

However, these algorithms only use infrequent item-sets for discovering rare rules. Besides which, all these

algorithms have strong restrictions, e.g. they only handle categorical attributes, and a slight variation

of thresholds may cause a combinatorial explosion, requiring inappropriate runtime. In order to solve

these drawbacks we have proposed a new evolutionary algorithm that uses grammars for generating the

rare rules. We have compared our algorithm to existing RARM algorithms using a real Moodle dataset,

which has shown that our algorithm discovers a lower number of the best rare rules, comprising not

only of infrequent but also frequent item-sets. Furthermore, the rules mined have the lowest support

values and the highest confidence values. We have also shown how the rules discovered by the ARM

and RARM algorithms can help the instructor detect infrequent students’ behaviours/activities in an e-

learning environment, such as Moodle. As a proof of concept, we have evaluated the relationship between

the on-line activities performed by the students and their final mark.

In future works, we plan to combine jumping emerging patterns with rare association rules, providing

interesting association rules that comprise items whose frequency changes signicantly from one dataset to

another.
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